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Stewardship and Sustainability of 
Office of Science Software

A working group drawn from research 
divisions, computing facilities and 
experimental/observational facilities

Experimental and observational facilities have some 
similar and some unique challenges

Sustainability is a multi-pronged issue for them



4

The Team 

• Anshu Dubey, Mathematics and Computer Science, Argonne National Laboratory

• Katherine Riley, Argonne Leadership Computing Facility, Argonne National Laboratory

• Nicholas Schwarz, Advanced Photon Source, Argonne National Laboratory

• David E. Bernholdt, Computer Science and Mathematics and Oak Ridge Leadership 
Computing Facility, Oak Ridge National Laboratory

• Bronson Messer, Oak Ridge Leadership Computing Facility, Oak Ridge National Laboratory

• Mathieu Doucet, Neutron Scattering Division, Oak Ridge National Laboratory

• Rama K. Vasudevan, Center for Nanophase Materials Sciences, Oak Ridge National Laboratory

• Deborah Agrawal, Computing Research Division, Lawrence Berkeley National Laboratory

• Katerina Antypas, National Energy Research Scientific Computing, Lawrence Berkeley National 
Laboratory

• Harinarayan Krishnan, Advanced Light Source/Computing Research Division, Lawrence 
Berkeley National Laboratory

• Edward Balas, Energy Sciences Network, Lawrence Berkeley National Laboratory



5

Experimental Facilities Software

Operational software 
– runs the equipment 

/ experiment
Manage allocations
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Experimental Facilities Software

Operational software 
– runs the equipment 

/ experiment
Manage allocations

Could be vendor provided 
training to use

Variable complexity

Critical to be up all the time -- fault tolerance

Usually resources for sustaining built into the 
operational cost of the facility
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Experimental Facilities Software

Data acquisition 
software

from instruments
from sensors and 

diagnostic equipment

Data management 
software
curation
archival

compression

Could be vendor provided – maybe platform specific
Could be custom written   -- many pain points
Custom solutions don’t always interoperate, limited 
testing

General lack of information about good solutions
Could be vendor provided, platform specific
Pipelines for moving data around i.e. from experimental facility to HPC 
center
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Experimental Facilities Software

Data analysis 
software

Simulations for 
experiment design or 

validation
Typically developed less sustainably than other computational software
Many facilities still in the earliest stages

These challenges tend to be similar to other fields.


